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Avatars that portray sign language hold great promise for improving Deaf / hearing communication in 
their application in education and automatic translation.   Although avatars can portray legible sign 
language from phonemic tags alone (Wolfe, Cook, McDonald, & Schnepp, 2011), producing believable, 
natural motion requires the model to also compute a number of sub-phonetic movements that are not 
included in linguistic annotation.  These include subtleties in individual joint timings which, while not 
part of the linguistic structure, are essential to achieving lifelike, communicative animations of the 
discourse.  These subtleties come in several forms including the timing of anticipatory joint motions that 
cascade through the body as muscles contract, and compensatory motions that facilitate the 
maintenance of balance.  In fact, the referential shift for constructed dialog is an important case study 
for such processes, because it affects the entire body.   

Referential shifting is a narrative technique often used in American Sign Language (Metzger, 1995; 
Padden, 1986).  To cue constructed dialog, a signer uses a referential shift to assume the role of a 
protagonist in the discourse (Lillo-Martin, 1995; Lee, Neidle, MacLaughlin, Bahan, & Kegl, 1997; Quer, 
2011).  The movement depends on the referents’ locations in sign space, and their interaction including 
dialog (Wilbur & Patchke, 1998).  For purposes of automatic translation, this is best synthesized via a 
kinematic model rather than resorting to prerecorded or captured clips. Any synthesis system must 
support referential shifts in a way that does not interfere with other co-occurring linguistic processes. 

The purpose of such a model is to synthesize the loci and timing of constructed dialog from linguistic 
tags.  These include referents, eye gaze, eyelid aperture and other associated nonmanual signals 
(Rogers, 2011).  The model must accommodate all three representational spaces described in (Morgan, 
1999), including narrator space, fixed referential framework and shifted referential framework.  In 
particular, the last of these requires the computation of torso movements necessary to orient the signer 
to indicate both protagonists in the dialog.   

The need for these features is widely recognized in the animation industry and professional animators 
are highly adept at incorporating them in hand animation.  Unfortunately, this is time consuming even 
for experienced animators.  Automating the computation of these features would result in more 
efficient synthesis.  Our new model is general enough to support both sign language animation and 
gesture that accompanies spoken discourse. 

Our model’s application to ASL is based on studies of annotated corpora (Neidle, 2001; Poor, 2008), and 
infers the necessary joint orientations from linguistic tags to create the referential shift movement. It 
automatically computes staggered timing and compensatory joint motion. The model also cooperates 
with other co-occurring linguistics processes such as verb agreement, lexical modifiers, and formation of 
questions.  Output from this kinematic model is visualized via a signing avatar.  In our presentation we 
will discuss the details of the model and report the results of our acceptability testing with the Deaf 
community. 
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