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ABSTRACT
A promising method for increasing Deaf accessibility is the technol-
ogy of sign language synthesis, which can be used to automate the
translation of spoken or written language to sign language through
the manipulation of an avatar. Efforts to automatically translate
spoken language to sign have lagged behind spoken-to-spoken
translation. Avatars are used in various capacities for sign language
display, including translation and educational tools. Though the
ability of avatars to portray acceptable sign language producing
believable human-like motion has improved in recent years, many
still lack the naturalness and supporting motions of human motion.
This paper presents current efforts being made at the DePaul Uni-
versity ASL Lab to improve the methods of sign synthesis using
avatar technology and create believable human-like motion.
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1 INTRODUCTION
Access to language is a human right, but one that is often denied to
members of the Deaf community. Deafness is a language barrier that
is created by more than a lack of sound. For the Deaf community
in the U.S. and parts of Canada, American Sign Language (ASL) is
the preferred language. ASL and English share some vocabulary,
but ASL is an independent language with its own unique grammar
and there is no word for word translation between it and English
[1]. ASL is composed of handshapes, position, movement, palm
orientation, and non-manual signals such as facial expressions,
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mouthing, and movements of the head and spinal column. For
a successful English to ASL synthesizer, all components of the
language should be incorporated. Avatar sign syntheses allow for
the flexibility for modification of signs and generation of sentences,
while respecting ASL’s grammatical structure.

2 AUTOMATING ADVERBS OF MANNER IN
SIGN LANGUAGE

One of the challenges of synthesizing ASL is that there is not neces-
sarily an independent lexical item to express parts of the language.
A case in point is the portrayal of adverbs of manner. Instead, ad-
verbs of manner are often expressed in the quality of the signing.
In ASL, adverbs of manner modify the “quality of motion” of a
signed verb and are considered non-manual, incorporating gesture
[2] [3] [4] [5] [6] [7]. Automating the process of applying an ad-
verb of manner to a sign required building a module that could
apply motion modification to the lexical verb and overlay additional
non-manual signals. Keyframe animations were modified procedu-
rally based on observations from a selection of signs incorporating
adverbs of manner. This modification accounted for motion path
adjustments in timing, joint positions along the avatar’s arm and
spine, and non-manual signal adjustments in facial expression and
head movement. This model allows for the application of adverbial
modification to any previously animated sign.

3 MOUTHING RECOGNITIONWITH OPEN
POSE IN AMERICAN SIGN LANGUAGE

Many avatars focus on the hands and how they express sign lan-
guage. However there has been ongoing interest in how the face
can convey information [11]. To have a translation system that
will be accepted by the Deaf community, we will need to include
non-manual signals such as mouthing and mouth gestures. Just as
machine learning is being used on generating hand signs, the work
we are focusing on will be doing the same but with mouthing and
mouth gestures. We will be using data from The National Center
for Sign Language and Gesture Resources. The center has videos
of native signers focusing on different areas of signer movement,
gesturing, and mouthing, and is annotated specifically for mouthing
study as shown in Figure 1. This annotated video data will be run-
ning a pre-trained Neural Network model that extracts 2D key face
and body points via the application OpenPose [13]. Once those 2D
key points are extracted, we will further analyze the data using
a Random Forest Classifier, which has been used before for hand
gesturing analysis [8].
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Figure 1: Native signer video via theNational Center for Sign
Language andGestureResourceswithOpenPose 2D face key
points on keyframe. (https://www.bu.edu/asllrp/cslgr/.

Looking over the accuracy samples, we realized we needed more
data, and decided to use a resampling method called SMOTE, a
Synthetic Minority Oversampling Technique [14]. This assisted us
in seeing an increase in accuracy, in identifying the mouthing anno-
tations on the 2D key points from OpenPose. The main objective is
to train the algorithms to spot certain mouthing points and output
the mouth annotation with a high degree of accuracy, which you
can see from Table 1, is a viable option if we have more data to
analyze.

4 USING MOTION CAPTURE TO EXTEND AN
ANALYTICAL MODEL OF TORSO
MOVEMENTS

Sign languages are communicated through more than just hand
movements. Torso movements are critical for direct linguistic com-
munication and supporting hand and arm motions. These support-
ing motions are highly essential to displaying lifelike and com-
municative animations. However, such details are generally not
included in the linguistic annotation. Our study focused on building
a data-driven analytic model for use in a signing avatar that will au-
tomatically compute the torso position based on other avatar body
parts. We expect it to improve the user experience and engagement
with the avatar.

The following figures show two illustrations of torso movements.
In Figure 2, the signer is twisting her torso to depict objects to the
side of the signing space, and in Figure 3, the signer is bending
backward to depict objects to the front of the signing space.

We analyzed a corpus of human motion data recorded with a
motion capture system from four signers [12]. The combined dataset
has 34 columns and approximately 66600 rows with information

Figure 2: Twisting the torso.

Figure 3: Bending the torso.

about torso rotations, wrist positions in space (X, Y, and Z), and
palm orientations. The torso’s spinal twist and side and forward
motions are the three parameters of interest. We created regression
models using manual and automatic model-building techniques.
We selected the linear regression model to implement in the avatar
because it has a closed-form and is more adaptable to inclusion
in linguistic models in the future. It is also intuitive and easier to
implement in the python code in the avatar.
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